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In Stegeman (2016) the following two data factor models are considered:

Data factor model I : min
N−1[F E]T [F E]=IR+J

FT 1N=0, ET 1N=0
U diagonal

ssq(X− FPT − EU) , (1)

Data factor model II : min
N−1[F E]T [F E]=IR+J

FT 1N=0, ET 1N=0
U diagonal

N−1ET (X−EU)=O

ssq(X− FPT − EU) . (2)

Here, X ∈ RN×J is a dataset of N observations on J standardized continuous variables,

P ∈ RJ×R is the loading matrix, F ∈ RN×R is the matrix of factor scores, E ∈ RN×J is the

matrix of standardized unique parts, and diagonal U ∈ RJ×J contains the unique standard

deviations. Let S = N−1XTX be the observed correlation matrix.

Fitting of data factor model I is done via the Matlab command

[F, Fd, P, E, Ed, U, fptot, mincorr] = DFM1(X, R, 1) ,

where Fd and Ed denotes the determinate parts of F and E, respectively, fptot is the fit

percentage of the model, and mincorr contains the minimal correlations for each factor. The

third input argument in the function DFM1 indicates whether output on various fit measures

should be given or not.

Analogously, data factor model II is fitted via the Matlab command

[F, Fd, P, E, Ed, U, comm, ecv, ecv total, fptot, mincorr] = DFM2(X, R, 1) ,
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where comm contains the communalities (diagonal of S−U2), ecv contains the percentages

of explained common variance for each variable, and ecv total is the overall percentage of

explained common variance. The algorithm for data factor model II uses MRFA to estimate

U. This is done by the Matlab function mrfa.m.

Also included is the file data Grice.m that contains the dataset of Grice (2001) that is

analyzed in Stegeman (2016). The file also contains the commands to fit data factor model II

to this dataset, perform a Varimax rotation, and to obtain factor score densities due to inde-

terminacy under model II. The latter are plotted by the function factor score density.m.
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