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Stegeman [2, 3] has proposed a method to deal with diverging components (“degeneracy”) in real-

valued three-way Candecomp/Parafac. This note contains some guidelines for the accompanying

Matlab codes. The procedure is described in detail in Section 2 of [2] and Section 3 of [3]. The

method is applied to a three-way dataset of TV-ratings by Stegeman [4].

We start with a CP decomposition (A,B,C) featuring diverging components as described in

Section 1 of [2]. This is the outcome of fitting an R-component CP decomposition to an I × J ×K

data array Z. We assume the diverging components occur because the CP problem does not have

an optimal solution.

Simultaneously reorder the columns of (A,B,C) such that the groups of diverging columns

are next to each other. Let d1, . . . , dm be the numbers of columns in each group as they appear

in the component matrices. Here, dj = 1 corresponds to a nondiverging CP component, and we

have R =
∑m

j=1 dj . Let L = (d1 | . . . | dm). The procedure works only for max(dj) ≤ min(I, J,K)

and max(dj) ≤ 4. For later use, let Y denote the array corresponding the the CP decomposition

(A,B,C).

The first step of the procedure (see Section 2.1 of [2]) is to compute a block SGSD Y =

(S,T,U) · G from (A,B,C). Here, the R × R × R core array G is block-diagonal and block j has

size dj × dj × dj and upper triangular frontal slices, j = 1, . . . ,m. In Matlab, computing the block

SGSD is done by the command

[S, T, U, G, error ssq] = CP2blocks(A, B, C, L);

where G denotes the matrix unfolding of the obtained block-diagonal core array G.

Next, we compute initial values for the constrained Tucker3 model (called CPlimit in [4]) from
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the block SGSD Y = (S,T,U) · G (see Section 2.2 of [2]). In Matlab, this is done by

[A0, B0, C0, G0] = blocks2init(S, T, U, G, L);

Finally, we fit the constrained Tucker3 model (CPlimit in [4]) to the data array Z using the initial

values obtained above. For this, we use the alternating least squares algorithm of Kiers & Smilde

[1]. In Matlab, this is done by

[SS, TT, UU, GG, X, Xblocks, iters, error ssq] = tucker3 blocks(Z, A0, B0, C0, G0, conv, L, maxit, normalize);

The input parameter conv specifies the convergence criterion of the algorithm, maxit sets the

maximum number of iterations, and normalize offers a choice in the normalization of the fitted

constrained Tucker3 model (CPlimit). The output matrix X is the matrix unfolding of the limiting

boundary point X . The error sum-of-squares ssq(Z-X) should be close to but less than ssq(Z-Y),

indicating that X is indeed slightly closer to Z than Y.

The files example I.mat and example II.mat contain the matrix unfolding Z of Z, the matrix

unfolding Y of Y, and the CP decomposition (A,B,C) for Example I and Example II, respectively,

in Section 4 of [2].
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